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POWER UTILITIES HAVE ENJOYED 
predictable success at boosting system efficien-
cy, reducing outages, and managing assets more
effectively by investing in substation automa-
tion projects. But few utilities seem to realize
they are short-changing their investment returns
by failing to fully tap into the wealth of infor-
mation collected by these automated compo-
nents and delivering it to decision makers
throughout the organization.

The ubiquity of this information gap is as
unfortunate as it is unnecessary. Every utility
that has implemented microprocessor-based
devices and supervisory control and data
acquisition (SCADA) technology has the abili-
ty to amass an incredibly detailed historical
record of operational and nonoperational data
relating to the performance of its generation,
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transmission, and distribution systems (see “Operational
Versus Nonoperational Data”).

Most automated systems have local archives only—
known as historians—already built in. Typically, the local
historians have not been designed for data mart integration
with the ability to push data out to a central data warehouse,
sometimes referred to as a corporate data mart, or have data
pulled from them on demand. 

The overall objective of data mart technology is to harness
and integrate this valuable data, process the data into useable
information, and serve the data to applications and personnel

for analysis at all levels. When accurate, timely information
regarding the performance of systems and equipment is avail-
able to personnel throughout the enterprise, everyone starts
making better decisions, which benefits the entire organiza-
tion. In addition, the utility is able to maintain assets more
effectively by planning equipment upgrades and realizing
longer life spans for aging components. The data mart also
eliminates duplication of data residing in multiple databases
in utility users’ personal computers. 

Unfortunately, many utilities are unaware that data points
describing virtually every function and event occurring in the
generation, transmission, and distribution systems can be
archived in these automated systems. Others may know this
treasure trove of data exists but may not realize that technolo-
gy is already available to unleash and utilize the information
trapped inside. Fortunately, however, this information gap can
be bridged with a corporate data mart, carefully designed data
paths, and well-documented end-user information needs.

Introducing the Data Mart
The corporate data mart is a server or group of servers that
retrieve data from the local data marts, which typically are
linked to systems such as SCADA, substation automation,
power plant distributed control systems, maintenance man-
agement, outage management, and customer information sys-
tems (see Figure 1). The corporate data warehouse accesses
and stores these points and files centrally and integrates the
data sets into unique information that is delivered to, or
accessed when needed by, specific user groups in engineering,
operations, and maintenance. 

Few utilities have included data marts in their automa-
tion plans, primarily due to the lack of knowledge of the

figure 1. Data mart architecture. Data flow into the data warehouse from
all data sources and are available for desktop access to all users within the
large number of user groups.
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figure 2. Levels of integration. The data warehouse will
be fully integrated with the maintenance management
system to move to the stage of “Just-in-Time” condition-
based maintenance.
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Operational Versus 
Nonoperational Data
Operational data are typical instan-

taneous values of volts, amps, watts,

vars, and status changes that are

conveyed cont inuously to the

SCADA master station at a prede-

fined scan rate utilizing the SCADA

system communications protocol.

Nonoperational data are the nonin-

stantaneous information often used

for historical and disturbance analy-

sis purposes, such as fault event logs

and oscillography, acquired from the

IED using the IED vendor’s propri-

etary ASCII commands acquired on

demand or event triggered, but not

continuously.
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technology’s availability, as noted above. Compounding
this situation is the complexity involved in retrieving and
integrating disparate data sets from various local data
marts. The problem is that most utilities implement a vari-
ety of automated systems, and while SCADA systems
operate today with more standardized data transfer com-
munication protocols, the intelligent electronic devices
(IEDs) in all other automated systems use proprietary
ASCII commands to retrieve their nonoperational data.
This means that a corporate data mart must be highly cus-
tomized to communicate with each manufacturer’s IED.

One utility that hasn’t backed away from spanning the
information gap is the largest municipally owned utility in
the United States. To better serve its 3.8 million electric
customers, the utility installed a new SCADA/energy man-
agement system (EMS) master station and is now replacing
all remote terminal units (RTUs) with IEDs and substation
automation systems under a US$101 million program
referred to as the Energy Control System Upgrade Project
(see “Program Scope: Detailed Summary”). 

On the surface, the upgrade looks like any other substa-
tion automation project, but in reality it may prove to be the
blueprint for all future automation and integration programs
using data mart technology. It differs from previous projects
in that it has been designed and implemented from its
inception around the data mart as a bridge between valuable
power system information and over 20 well-defined user
groups within the enterprise.

Revealing the
Data Mart Model
This utility embraced the data mart concept in the late
1990s after reviewing the current state of technology in
its substations and generation, transmission, and distribu-
tion systems. The utility quickly focused on a major
problem—its legacy SCADA systems, RTUs, and
electromechanical protective relays were each islands
whose data could not be shared and integrated except by
time-consuming manual methods. With plans in the
works to upgrade some components, the utility began
viewing the project as an automation and enterprise net-
working effort.

The utility decided to network its power system infra-
structure in the same way it had networked its desktop
computers. This will give personnel everywhere in the
enterprise access to information they didn’t have before,
which will make them more productive.

The water and power company contracted an interna-
tional utility consulting firm to assist in making the
automation and networking plan a reality. The design
called for creating a process whereby information will
flow from power system monitoring equipment through
nearly 10,000 IEDs in 182 substations over a new fiber-
optic WAN and into a real-time corporate data mart. This
centralized warehouse will provide secure access to ana-

log, event, and status readings that are synchronized using
global positioning system clocks to establish sequences of
events leading up to incidents, such as outages.

Under the planned configuration, the operational data in
the SCADA tells what has happened, and the integration of
operational and nonoperational data from the IEDs will
reveal why things happened.

Executives, management, analysts, and operational per-
sonnel will have access to the raw, as well as processed,
data and integrated information using tailored third-party
applications, linked spreadsheets, an intranet Web portal,
and customized screens organized to display the data in the
format best suited to support specific user group tasks.
Users will have the ability to get up-to-the-minute read-
ings, find peaks over various time periods, display alarm
and status indicators, as well as view historical trends over
any desired timeframe.

The data mart project is basically a decision-support tool.
Users will have the option of accessing the data on demand
or having it fed to them on a time- or event-driven basis.
Once the data are collected, the information will be analyzed
by engineering and maintenance staff resulting in more effec-
tive resource planning and equipment operation. 

The main challenge faced was designing a standard inte-
gration architecture that could meet specific needs, would be
able to extract the desired operational and nonoperational
data, and could deliver this data to users who have applica-
tions to analyze the information. Any utility considering a
similar data mart project must address this same architecture
issue, which essentially boils down to how the automation
and integration should be carried out. Additionally, the devel-
oped architecture needs to be flexible and scaleable to
accommodate future data sources.

A tremendous advantage is gained by having included
data mart requirements in the initial substation automation
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Program Scope: Detailed Summary
The Energy Control System Upgrade project de-

scribed in this article will have included all of the fol-

lowing implementations and enhancements once it is

completed:

• replacement of the SCADA/AGC master

• construction of a back-up control center

• connecting 179 substations through a fiber-optic

WAN

• automation of 179 substations

• installation of 10,000 wireless micro-RTUs (2,700

capacitors, 250 switches, 7,000 fault recorders)

• automation of reactive power control

• establishing access between the enterprise infor-

mation system and the energy control system.



system design, but utilities with automation already under-
way or completed can still tap into the data mart technolo-
gy. Although these projects can get very complicated, most
vendors of integration and automation equipment can
retrofit their components with local data marts and cus-
tomize them to provide data access via a corporate data
warehouse. For technical details on the data mart now
being deployed by this utility, see “Developing the Data
Mart Architecture.”

Designing the Right Architecture
Leveraging data mart technology requires the proper
implementation of integration and automation early in

the project planning cycle. The mistake too many utili-
ties make is viewing integration and automation strictly
as the installation of computerized monitoring and con-
trol devices in the substation. The crucial but often
missing step is the integration of these devices and sys-
tems to the utility enterprise, focusing outside the sub-
s ta t ion as  wel l  as  ins ide the substat ion.  Without
enterprise integration, the data mart concept fails to
deliver the promised benefits.

For any automation project, utilities must understand
that there are three levels of integration and automation
(see Figure 2). Specific power equipment such as trans-
formers and circuit breakers are installed in the power sys-
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Providing improved access to information and fostering

better informed decision making were the two drivers

behind development of data mart architecture capable of

serving all utility departments. The data mart was prima-

rily meant to be a data collection and storage subsystem.

As such, the utility required the data mart to:

• deliver reliable, accurate, and timely data to all

users

• provide useful information from a vast amount of

data

• perform data analysis as needed by end users

• deliver information in a user friendly interface.

General specifications called for the data mart to

support a two-tier client/server or three-tier client/

application/server architecture using the TCP/IP proto-

col. Open database connectivity (ODBC) support was

required, with documented and demonstrated compati-

bility with Microsoft Access, Microsoft Excel, and other

common front-end software. The data mart was

required to support the EPRI Common Information

Model (CIM) and be capable of representing objects

typically contained in an electric power utility. The data

mart shall support documenting the data using the Uni-

form Modeling Language (UML) standard.

In addition, the data mart had to collect data of the

following types and make them available to users:

• sequence-of-events (SOE) data (time-tagged status

points)

• substation equipment monitoring IED data

• disturbance data (fault event logs or files, oscillog-

raphy)

• operational data (instantaneous values of volts,

amps, etc., and status point changes)

• metering data

• relay test systems data

• dynamic line ratings

• energy pricing, regional loads, interface flows, and

other congestion management data

• marketing data

• environmental (e.g., weather, hydrological, etc.)

data.

The data mart was designed to relate disparate data

types at a specific period in time from data collected

and processed by various department systems. Exam-

ples of such data relations include IED operational

data, IED nonoperational data, SOE data, SCADA his-

torical data, and metering data. Through this integra-

tion, it shall be possible to easily recreate periods in

history so that activities such as analyzing system dis-

turbances and supporting dispute resolution can be

handled efficiently.

To guarantee success, the utility specified that the

data mart had to interface with numerous external and

internal data sources. These interface specifications

include the following:

• The data mart must interface with the SCADA sys-

tem being installed at the energy control center.

This interface is the most important because distri-

bution planning, load dispatch, SCADA mainte-

nance, substat ion maintenance, substat ion

operations, and transmission planning will access

data from the SCADA.

• Work orders must flow automatically from the

MAXIMO maintenance management system to the

data mart based on built-in business rules, such as

scheduled maintenance and event-based 

Developing the Data Mart Architecture
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tem. The first level involves the implementation of IEDs,
the microprocessor-based devices with two-way communi-
cation and computer processing capability that can monitor
power system conditions and provide hundreds of points of
operational data and a wealth of nonoperational data.

The IEDs are of paramount importance to the data mart
information flow because they are implemented in protective
relays, meters, transformers, circuit breakers, reclosers, load
tap changer controls, voltage regulators, and nearly every
other piece of power system equipment. What is essential to
remember about IEDs is that they collect both operational
and nonoperational data for storage in internal memories or
local data marts.

This utility is purchasing and installing hundreds of IEDs.
The most common being implemented include:

✔ protective relays
✔ voltage regulators
✔ transformer temperature monitors
✔ transformer tap position monitors
✔ transformer-dissolved gas analyzers.
The second level is IED integration, and this is where most

data mart projects get unintentionally derailed. Too often utili-
ties only integrate the IEDs to provide a flow of operational
data, which are the instantaneous values of voltage, current,
and other data. But they fail to collect the nonoperational data,
which are on-demand or event-triggered data of logs of events
and oscillography. Nonoperational data provide extremely
valuable information that enables operations and engineering
groups in the utility to piece together the individual occur-
rences or conditions in multiple systems that led up to major
events, such as outages or equipment failures. See the “For
Further Reading” section at the end of this article for more
information on leveraging nonoperational data.

The existing situation at this utility was typical—there
were older RTUs that communicated hard-wired SCADA
information to the SCADA master. There were also a few
IEDs, but these were not integrated with any devices for
remote access to operational data because the RTUs could not
support it. A few substations had dial-up phone lines to pro-
vide remote access paths for certain individuals to access
nonoperational data at specific IEDs. 

Full IED integration means that the vendor establishes inte-
gration data paths in the system so that operational and nonop-
erational data can be accessed along specific data migration
paths. This utility is now replacing the electromechanical
devices with IEDs. The IEDs are being integrated so that oper-
ational data flow to the SCADA master and so that nonopera-
tional data go to the corporate data warehouse. And every
substation is being configured to allow personnel (with appro-
priate privilege) to remotely access any IED in the station.

The third level is substation automation applications. This
involves the deployment of substation and feeder operating
functions and applications including SCADA, alarm process-
ing, automatic load restoration, and volt/var control. The
most common is SCADA, which primarily monitors opera-
tional data points. 

This utility currently has no plans for substation automa-
tion applications, but the new technology being implemented
supports both utility-written and third-party automation appli-
cations. In a project of this type, the need for automation is
typically driven by the results of data integration (i.e., being
able to monitor the power system) and data analysis. As this
information is processed and provided to the utility, its person-
nel will determine the applications they will write, or have
written, for the substations. Utility personnel have already
received training in writing and developing these applications.

The utility enterprise is above these three levels, and
this usually involves overcoming the telecommunications
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maintenance. This interface must be a commer-

cial off-the-shelf solution.

• The data mart must store selected data, such as

emission and fuel usage rates, from the continu-

ous emissions monitoring system. The data mart

must provide access to this data and be capable

of generating emissions compliance reports.

• The data mart must be integrated with substa-

tion automation systems at multiple locations

so that analog, status, and alarm points related

to substation operations, SCADA maintenance,

and relay condition can be stored and made

available to users.

• The data mart must be interfaced with the dis-

tribution automation system’s data acquisition

concentrator at the energy control center so

that distribution automation analog, status, and

alarm points can be stored and made available.

• The data mart must capture electric trouble

reports so that personnel can access these in a

user-friendly format.

• The data mart must capture results of relay tests

generated by a relay testing system and stored

in a Microsoft Access database.

• Analog, status, and alarm points must be stored

in the data mart through integration with gener-

ation plant systems.

• The data mart must be integrated with the con-

verter station systems.

Finally, the data mart has to able to generate

reports and publish them in HTML, XML, PDF, delim-

ited text, Postscript, and RTF formats to e-mail, Web

browser, and file system destinations.



challenges that currently prevent the free sharing and trans-
mission of data to personnel in multiple departments. Solu-
tions abound at this level, but many utilities choose to
implement wide area networks (WANs) or intranet to move
information between offices and among remote locations.

Establishing Three Data Paths
One IED can cost US$5,000 or more. By relying only on
its ability to provide operational data, utilities are cheat-

ing themselves out of 80–90% of the IED’s potential
return on investment. The second key to automation and
integration is establishing three data paths into and out of
the substation to take full advantage of IED implementa-
tion. For most projects, it is the responsibility of the inte-
grat ion system vendor to program i ts  product  to
communicate along these three paths.

Often referred to as the operational data path, the first is
between the substation integration and automation systems
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In early 2004, after four years in the pilot phase, the util-

ity began transitioning the Energy Control System

Upgrade project to full production. By mid-2005, 14

substations had been upgraded with integrated IEDs,

and another 17 were under implementation. About four

substations will go into production each month until all

179 have been completed.

The water and power utility credits its quick transi-

tion to production to the fact that the upgrade contract

called for the automation vendor to handle the produc-

tion phase, assuming the pilot was a success. From the

utility’s perspective, too much time is lost in large

automation projects when a separate bidding process

must be conducted after the pilot is completed. In this

case, the transition was nearly seamless.

The pilot itself involved seven prototypical substa-

tions in the same geographic area near the utility’s engi-

neering, maintenance, and testing headquarters. There

were one receiving and five related distributing substa-

tions as well as one industrial substation serving a high-

rise apartment building. These were chosen for the pilot

because they were generally representative of typical

utility facilities, and because they were convenient to

the headquarters.

The pilot phase focused on many objectives including

refining the templates that had been created to deter-

mine which data points will be extracted from the IEDs

and connected to the SCADA and to the data mart. Each

IED was treated as a stand-alone project in the pilot so

that the best point configuration could be mapped for

each and then duplicated in the template for actual pro-

duction. These detailed designs and drawings changed

numerous times throughout the testing phase.

Once production began and the automation compo-

nents were built, the utility conducted factory accept-

ance tests at the vendor site. The factory acceptance

tests centered on putting the system under the types of

stress that might be encountered in the Los Angeles

substations. The utility simulated the overloading and

tripping that occurs during an earthquake or severe

thunderstorm to make sure the system could still func-

tion. Many small problems were identified and fixed in

the factory. The only major problem was CPU utilization

that exceeded the 50% limit. This was also rectified.

Two important changes involving computer moni-

tors were also made during the site acceptance tests in

the substations. Throughout the planning and pilot

phases, it was assumed that personnel in the substation

could view the SCADA information on a single comput-

er screen. Operators realized during the site accept-

ance tests that two monitors would be required to

display all of the necessary information at once. Project

specifications were rewritten for all substations to

include two computer monitors.

The other issue encountered during site acceptance

testing was the type of technical glitch that could only

be uncovered in the substation. Each monitor was

equipped with a KVM extender cable to link the termi-

nal to the substation automation system. Perhaps from

vibration or electromagnetic interference in the substa-

tion, the monitor screens suffered unacceptable flickers

during operation. These were ultimately traced back to

the extender cables. Fortunately, a more robust cable

was procured, and the flicker was eliminated.

For the utility, site acceptance testing has also

required timely installation of the new fiber optic net-

work. This network provides the data communications

link between the substation automation systems in the

substations with the SCADA/EMS at the energy control

center. This link must be live at the time of site accept-

ance testing to be sure the correct communications

paths have been established using the selected DNP3

Making the Transition from Pilot to Production
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and the SCADA system. The SCADA can be programmed to
scan automated devices in the substation every few seconds
to retrieve instantaneous values of voltage, current, and other
data. The operational data path is established for a continuous
feed of data.

Several factors must be considered in leveraging this path.
First, substation integration and automation systems must
have the capability to interface with older SCADA systems
and their proprietary protocols. Second, the bandwidth of the

communications infrastructure chosen for this path must sup-
port requirements of the SCADA and the substation integra-
tion and automation system.

The second data path is more of a challenge. It
involves gaining access to the nonoperational informa-
tion in the IEDs that needs to be transferred to a corpo-
rate data warehouse.  Each different device in the
substation typically operates with a different protocol for
this nonoperational data path. The data on this path are
on-demand and nonperiodic, which means protocol
issues are more complicated. Depending on user require-
ments, nonoperational data can be pushed from the sub-
station to the warehouse or pulled from the substation
through a warehouse application.

The third path is remote access, which allows a user at
a location outside the substation to access the IEDs. With
proper security and access privileges, the user might
review device settings or actually change parameters, as
well as download nonoperational IED data for analysis.
Often called pass-through or loop-through, this communi-
cation path is typically a dial-up phone line or dedicated
fiber-optic connection. The user dials into a secure
modem, which then calls the user back if his or her phone
number is approved. The user then dials a code to specify
which device the communications link should be estab-
lished with. Data flow between the caller and the device is
two way.

Unless all three paths can be established, there is no
point in implementing the corporate data warehouse
because without these data streams only a limited number
of users can be served, and even then, they will be receiv-
ing a selective and incomplete picture of conditions and
events in the distribution network.

With assistance from the consulting firm in writing
contract specifications and assisting in project manage-
ment, the utility has implemented a new SCADA/EMS,
completed the pilot phase of substation automation, and is
in the production phase now. In addition, it has imple-
mented a pilot phase for distribution automation and com-
pleted the data requirements matrix for the data mart and
is in the early phases of implementing the data mart (see
Figure 3). 

Matching Data and Users
Successful data mart implementation relies heavily on the
careful design of the technical architecture, but this project
highlights the importance of a second equally critical compo-
nent of the strategic plan—identifying the end users and
defining their data needs at the enterprise level. No industry-
standard approach has ever been developed to accomplish
this, and the task is more difficult than might be expected.

With input from utility management, the consulting firm
outlined a plan to ensure the data mart information would
be fully exploited. The first step was identifying those per-
sonnel who needed data and information—the decision
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protocol. In cases where the fiber laying is not keep-

ing up with automation, the utility has established

temporary Ethernet communication links using cop-

per lines. To date, only one site acceptance test has

been unexpectedly delayed due to a construction

holdup of fiber outside the station.

With most of the technical problems ironed out

in the pilot phase, factory acceptance tests, and site

acceptance tests, the remaining implementation

challenges are logistical. Perhaps the most significant

is that the utility operates  substations ranging in age

from just-built to over 80 years old, each with very

different designs and layouts. While the racks of

automation equipment being installed are standard-

ized, the stations are not, and every installation has

differed from the previous. Some substations have

plenty of room for the extra racks, while others must

have older components removed to accommodate

the new equipment. A few substations have even had

to undergo asbestos remediation and lead cable

removal before the upgrade could occur.

From a planning perspective, the other challenge is

the assignment of construction laborers, electricians,

and testers who are required to complete each imple-

mentation. As the utility moves forward with the

upgrade, several other projects are also ongoing. This

means that personnel must be coordinated, and outside

staff must be contracted to keep the project on sched-

ule. During the production phase, the utility is trying to

keep five crews busy, each concentrating on a different

substation. And these facilities must be selected in unre-

lated areas so that service disturbances are avoided.

So far, the average production automation has

taken five to six months depending on the size of

the substation. The implementation pace accelerat-

ed so that 35–40 stations are completed annually.



makers. Rather than lump these individuals into their prede-
fined departments, the consulting firm suggested grouping
the users into informal clusters based on job function,
applying the notion that similar functions require the same
information.

This concept proved quite successful. The utility identi-
fied more than 20 user groups for whom data would be col-
lected, integrated, and delivered. These groups include
personnel involved in distribution planning, transmission
planning, substation operations, load dispatch, relay main-
tenance, power supply operations, substation design, and
other functions.

Once the end users had been identified, the consulting
firm performed a series of interviews with the individuals
in an attempt to reveal their data and information needs.
The questions focused on the type of data and reports each
person currently used and what information they could

benefit from accessing in the future. In some cases, the
end users could name the specific data sets they wanted.
These most often had existing desktop applications that
they wanted populated with new or different data for pro-
cessing and analysis.

Other personnel who were less familiar with nonopera-
tional data identified their needs in terms of the informa-
tion they wanted or the source equipment they wanted to
tap. It was then up to the consultants to work backward
and define the various nonoperational and/or operational
data sets that could be integrated and processed to yield
the desired results. 

After the necessary data sets had been defined, the inter-
view sessions progressed toward gathering more minute
details, such as the frequency, accuracy, formatting, and
timeliness with which the data must be collected, delivered,
and used. Ultimately, the consulting firm devised a matrix

that matched each user group
with its data requirements and
described how the data would
be processed and applied.

Putting the Matrix
into Action
Based on the results of the
data-use matrix, project partic-
ipants customize the data
warehouse. Configuration
involves tailoring the data
warehouse to access the neces-
sary data files, integrate them
into specified combinations,
and deliver the output to the
right users via the new WAN. 

A crucial part of this pro-
gramming step is determining
which data the warehouse can
process internally and which
raw data it should deliver to
existing third-party applica-
tions for processing and
analysis. This configuration
phase is underscoring the fact
that not all data sets can be
integrated and processed in
the data warehouse and may
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Many utilities are unaware that data points describing virtually every
function and event occurring in the generation, transmission, and
distribution systems can be archived in these automated systems.

figure 3. Data requirements matrix. Sample screen shot of a portion of the data require-
ments matrix. The matrix will drive not only the data collection requirements of the data
warehouse but also the information presentation to the user groups.
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require the purchase and installation of new add-on applica-
tion programs to output useful information. 

Dashboard-type interfaces will be designed for each of
the user groups to make it easy for them to access their rele-
vant information on demand from the data mart. Current
plans also include the interfacing of the data mart with the
utility’s maintenance management system. This will facili-
tate “Just-In-Time” maintenance using the real-time opera-
tional and nonoperational data from the warehouse. By
performing equipment condition-based maintenance using
actual runtime and operating parameters from the plant,
maintenance work orders will be automatically triggered in
the plant maintenance systems by the data mart interface
(see Figure 4). 

With the ever-increasing focus on environmental regula-
tions and compliance, the warehouse will also be interfaced
with the continuous emission monitoring system (CEMS)
within the utility. Emissions data will be retrieved using a
driver and stored in the data mart for immediate access.
Emissions compliance reports will be generated from the data
mart by the end users.

Data mining tools will be provided to the users at their
client workstations to help analyze the historical operational
and nonoperational data and provide actionable information,
so that users will be able to make more informed decisions
that will directly cut operating costs, reduce outages, and
improve the plant asset optimization. 

The availability of historical data will greatly enhance the
ability of the operations personnel to perform event-and-dis-
turbance analysis on an as-needed basis. Once these new data
sets are available, engineering, maintenance, and operations
staff will be able to build new applications on top of the data
mart that were not possible before.

The utility considers data security a paramount require-
ment of the overall data warehouse system. Data will be
accessible to the user groups only on an as-needed basis, and
strict data security controls will be established to ensure the
reliability and accuracy of the data within the warehouse. 

For example, a built-in firewall in the data mart ensures
the validity of the username and password before granting
access to any of the data within the warehouse. The ware-
house will have multiple security levels of user access, and
the access level of the user is also determined by the firewall
based on a user assigned user assignment. 

In addition, a viewer will be used to perform security
audits of the system as needed by the data mart system

administrators. To ensure security and reliability, the data
within the data warehouse system will be archived on a regu-
lar basis by the system administrator.

Production began in late 2004. Local data marts are linked
to the central data warehouse as IED implementation and inte-
gration are completed. Construction of the fiber-optic WAN
will likely be completed on the same time schedule. About 7%
of the total fiber line has been laid. See “Making the Transi-
tion from Pilot to Production” for the current project status.

Anticipated returns on investment from the SCADA
replacement and substation automation have been clearly
quantified in the Energy Control System Upgrade Project, but
it’s much harder to put an absolute value on the benefit of
accessing nonoperational data because it has never done
before; however, this may be the greatest windfall of the
entire project.
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This information gap can be bridged with a corporate data mart,
carefully designed data paths, and well-documented end-user
information needs.

figure 4. Integration with the maintenance management
system. Typical levels of integration within the enterprise
based on various stages of technological development.
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What is essential to remember about IEDs 
is that they collect both operational and nonoperational data 
for storage in internal memories or local data marts.


